db :
X snowflake

Generative Al:
A Survey of Current Practices,
Challenges, and Best Practices




$1 $2 billion revenue $1 $1.5 trillion market cap



1 Act Now: Impact of LLMs

08

07

06 Quality 12% More TaSKS

y L) 25% Faster
g 40% Higher Quality
2o

03

Did not Used Al

02 UselAl Improve

u u
Productivity!
0.0
8
Navigating the Jagged Technological Frontier: Field Experimental
Evidence of the Effects of Al on Knowledge Worker Productivity and
Quality
3% ©2024 Snowflake Inc. All Rights Reserved https://www.oneusefulthing.org/p/centaurs-and-cyborgs-on-the-jagged
anr

@rajistics



Act Now: What we are seeing

Hype Cycle for Artificial Intelligence, 2023

Morgan Stanley

3'

Expectstions

‘AI @ Morgan Stanley

for financial advisors

Testing LLMs Using LLMs:
Everyone is experimenting Morgan Stanley

AT&T

%‘0:< © 2024 Snowflake Inc. All Rights Reserved
@rajistics

BloombergGPT:
A Large Language
Model for Finance

Building LLMs:
Bloomberg



Recipe for ChatGPT

Instruction
Fine-Tuned
Model

Foundation
Model

Aligned
Model

+ Trendingin 2024

5‘0:3 © 2024 Snowflake Inc. All Rights Reserved
@rajistics



1 Large Language Models

Predict the next word

| have | no  interest in | politics dream machines

................................................................................

https://ig.ft.com/generative-ai/

o
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=
n
w3
«Q
o
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N



1 Large Language Models

Predict the next word

dream machines

aaaaaaaaaa



1 GPT-2

| 4 Hosted inference API

Tra|ned on (» Text Generation
10B tokens Once upon a time,

c. 2019

3% ©2024 Snowflake Inc. Al Rights Reserved hitps://github.com/openai/gpt-2

@rajistics



I GPT-4

This report focuses on the capabilities, limitations, and safety properties of GPT-4. GPT-4 is a
Transformer-style model [39] pre-trained to predict the next token in a document, using both publicly
available data (such as internet data) and data licensed from third-party providers. The model was
then fine-tuned using Reinforcement Learning from Human Feedback (RLHF) [40]. Given both
the competitive landscape and the safety implications of large-scale models like GPT-4, this report
contains no further details about the architecture (including model size), hardware, training compute,
dataset construction, training method, or similar.

no training details @&

GPT-4 Technical Report:

3§ ©2024 Snowflake Inc. All Rights Reserved https://arxiv.org/abs/2303.08774
@rajistics



1 Llama (Open Model)

1 trillion tokens

If you read continuously, for 10
years, you would read over 1
billion words

Today’s LLMs read 1000X times
as much! @e

W% © 2024 Snowflake Inc. All Rights Reserved
@rajistics

Dataset Sampling prop. Epochs Disk size
CommonCrawl  67.0% 1.10 3.3TB
C4 15.0% 1.06 783 GB
Github 4.5% 0.64 328GB
Wikipedia 4.5% 245 83 GB
Books 4.5% 2.23 85 GB
ArXiv 2.5% 1.06 92 GB
StackExchange 2.0% 1.03 78 GB

LLaMA: Open and Efficient Foundation Language Models:

https://arxiv.org/pdf/2302.13971.pdf



! BloombergGPT (50B)

Train your own foundation model

345B tokens of general Trained on 512 A100s 4 MLEs full time
purpose data for 1.3 million hours 5 supporting at half time
363B token of proprietary for 4 months
data

BloombergGPT: A Large Language Model for Finance

¥ ©2024 Snowflake Inc. All Rights Reserved https://arxiv.org/abs/2303.17564
@rajistics



1 BloombergGPT Performance

BLOOMBERGGPT GPT-NeoX OPTgp BLOOM;7p

ConvFinQA 43.41 30.06 27.88 36.31
FiQA SA 75.07 50.59 51.60 53.12
FPB 51.07 44.64 48.67 50.25
Headline 82.20 73.22 79.41 76.51
NER 60.82 60.98 57.49 55.56
All Tasks (avg) 62.51 51.90 53.01 54.35
All Tasks (WR) 0.93 0.27 0.33 0.47

Table 8: Results on financial domain tasks.

it beat open source models

BloombergGPT: A Large Language Model for Finance

s8¢ ©2024 Snowflake Inc. All Rights Reserved https://arxiv.org/abs/2303.17564
@rajistics



1 Open Source Foundation Models

Falcon (180B)

LLama-2 (70B)

Tigerbot
LLama (65B)
Falcon (40B)

Gowizard

Phi-1

Galactica
TinyStories
Palmyra-Large

RedPajama
GPT-NeoX
Olmo

+ 80 more

+ Biology, Time

Count

100%

80% -

60%

40%

20%

0%

17-Apr-2023

24-Apr-2023

29-May-2023
12-Jun-2023

19-Jun-2023

01-May-2023
08-May-2023
15-May-2023
22-May-2023 -
26-Jun-2023

@ Next refresh in 17 minutes

03-Ju-2023

10-Jul-2023

17-Jul-2023

24-Jul-2023

31-Jul-2023

07-Aug-2023

14-Aug-2023 -

21-Aug-2023

28-Aug-2023

Model usage stacked
Shows which models are the most popular over time
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P
|
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updatedAt

20-Nov-2023

27-Nov-2023

04-Dec-2023 4

11-Dec-2023
18-Dec-2023
25-Dec-2023
01-Jan-2024 -
08-Jan-2024 l
15-Jan-2024
22-Jan-2024
29-Jan-2024
05-Feb-2024

model|

® (null)

® HuggingFaceH4/zephyr-7b-alpha

© NousResearch/Nous-Hermes-2-Mixtral-

@ OpenA sit-6-llama-30b-xor

® bigcode/starcoder

@ codellama/Codellama-34b-Instruct-ht

® codeallamalCodellama-70b-Instruct-hf

@ meta-llama/Llama-2-70b-chat-hf

® mistralai‘Mistral-7B-Inatruct-v0, 1

@ mistralai/Mistral-7B-Instruct-v0.2

» mistralai/Mixtral-8x7 B-Instruct-v0.1

© openchat/openchat-3.5-0106
openchat/openchat-3.5-1210

© openchat/openchat_3.6
fiwae/falcon-180B-chat

A




Recipe for ChatGPT

Instruction
Fine-Tuned
Model

Foundation
Model

s8¢ ©2024 Snowflake Inc. All Rights Reserved
@rajistics



1 Let’s fine tune the model with a task

This movie sucks!

Sentiment = negative

N

Language
Model

)/

trained to classify sentiment

i“{< © 2024 Snowflake Inc. All Rights Reserved
@rajistics

Jason Wei
Scaling Instruction-Finetuned Language Models
https://arxiv.org/pdf/2210.11416.pdf



add another task

This movie sucks! Sentiment = negative

Language
Model

Novak Djokovic wins "
the 2021 French Open. opic = lennis

& trained to identify topic

Jason Wei
Scaling Instruction-Finetuned Language Models
https://arxiv.org/pdf/2210.11416.pdf



Let’s add another task

This movie sucks!

Novak Djokovic wins
the 2021 French Open.

Thank you!

Language
Model

Sentiment = negative

Topic = Tennis

Translation: 5!

Jason Wei
Scaling Instruction-Finetuned Language Models
https://arxiv.org/pdf/2210.11416.pdf



It can generalize to new tasks =

This movie sucks!

Novak Djokovic wins
the 2021 French Open.

Thank you!

Take the last letters of the
words in "Elon Musk" and
concatenate them.

ik

Language
Model

The cafeteria had 23 apples. If
they used 20 to make lunch
and bought 6 more, how many
apples do they have?

Sentiment = negative

Topic = Tennis

Translation: 15!

[13 n k”

7| %
Jason Wei

Scaling Instruction-Finetuned Language Models
https://arxiv.org/pdf/2210.11416.pdf




So many use cases!

at - Interview questions Function from specification
Parse unstructured data Emoji Translation g P

eqular

Calculate time complexity i . N Explain code i Improve code efficiency Single page website creator

Keyword Product name generator :
i > acuo CJRNeeare Rap battle writer Memo writer

r L

Python bug fixer Spreadsheet creator | Emoji chatbot Translation

r £ heet
r

Tweet classifier Airport code extractor
Socratic tutor Natural language to SQL

Mood to color i VR fitness idea generator

T

Meeting notes summarizer Review classifier

Marv the sarcastic chat bot Turn by turn directions Pro and con discusser i Lesson plan writer

) fact chatbot that G r

OpenAl
https://platform.openai.com/examples




Translate to spanish: | like pizza

Zero shot learning; prompting




Input

' i
Review: This movie sucks. 4 Output
Sentiment: negative. Language . J
_ . positive.
Review: | love this movie. model
Sentiment: \_
L S

Few shot prompting

Language Models are Few-Shot Learners

https://arxiv.org/abs/2005.14165

3 © 2024 Snowflake Inc. All Rights Reserved
rajIs

an
@rajistics



! What has changed with LLMs

label (class In ut:
text (string) label) p
. " ; ’ Movie review: This movie is the
I can't remember many films where a bumbling 1
idiot of a hero was so funny throughout... best RomCom since Pretty Woman.
"Master director Ching Siu Tung's perhaps most 1 .
popular achievement is this series, A Chinese. 1 Did this critic like the mOVIe?
*It's sort of crazy, but I taped from TCM
both, this german version of MGM's "Anna.. 1 OPTIONS

-yes

“This version of Anna Christie is in German. 1 -no
Greta Garbo again plays Anna Christie, but al_ >
“Filmed by MGM on the same sets as the English 1
version, but in German, Garbo's second. FLAN output:
"After Garbo's introduction to sound in 1 Cpe yes
Clarence Brown's "Apna Christie", Jacques.

Train Write

Model Prompt

Supervised ML Prompting a LLM
(weeks) days)

s¥< ©2024 Snowflake Inc. All Rights Reserved

an
@rajistics



Instruction Tuning Datasets

Many public datasets
to start with!

It's not difficult or costly to perform
instruction tuning (thousands of
examples)

@« computer RedPajama-INCITE-Instruct-3B-vli D
7 Text Generation O PyTorch = Transformers togethercomputer/RedPajama-Di
® License: apache-2.0
® meta-llama Llama-2-7b-chat-hf & © ke

® Imsys vicuna-13b-delta-v1.1 D

% Text Generation O PyTorch ¥ Transformers

Datasets: @ tatsu-lab/alpaca™ @ like

T TextGeneration Languages: & English 1 i

C %

huggingface.co/datasets?o

~  Hugging Face srch mod # Models Datasets Spaces  © Posts Docs
Sub-tasks Languages Licenses Datasets 71 row Full-text seal

© Reset Other tatsu-lab/alpaca

instruction-finetuning »
; vicg‘alle/al‘paca—g‘ptd
?AAI/JudgeLM- ?BQK
M»BZ}UAI/Bactx'iabn-x
yah.nfa/alpavca-cleaned

bertin-project/alpaca-spanish

camel-ai/code

B  Text Generation & Transformers (O PyTorch & Safetensors
Datasets: = databricks databricks-dolly-15k ©
Datasets: & OpenAssistant oasstl T
"™ fasks: 29 Question Answering '™ Summarization & Enj
s © 2024 Snowflake Inc. All Rights Reserved & English @ Spanish @ Russian

@rajistics



Recipe for ChatGPT

Instruction
Fine-Tuned
Model

Foundation
Model

Aligned
Model

s8¢ ©2024 Snowflake Inc. All Rights Reserved
@rajistics



The variety of human output

PR Is it possible to train a model by xgboost that has multiple continuous outputs
(multi-regression)? What would be the objective of training such a model?

46

Thanks in advance for any suggestions

machine-learning random-forest  xgboost

Share edited Apr 28 at 13:05 asked Sep 16, 2016 at 21:10
Improve this question . Mario #5048 user1782011

1,651 22 #21 852 Ao 875 107 #13
Follow

6 answers submitted

https://stackoverflow.com/questions/39540123/multiout
S
>

;,‘3 © 2024 Snowflake Inc. All Rights Reserved put-regression-by-xgboost

@rajistics



1 The variety of human output

My suggestion is to use sklearn.multioutput.MultiOutputRegressor as a wrapper of
xgb.XGBRegressor . MultiQutputRegressor trains one regressor per target and only requires

that the regressor implements fit and predict, which xgboost happens to support.

et some noised linear data

np.random.random( (1008, 10))

np.random.random( (10, 3))

np.dot(X, a) + np.random.normal(@, 1le-3, (1000, 3))

< @ X H
nnnw

# fitting
multioutputregressor = MultiOutputRegressor(xgb.XGBRegressor(objective="'reg: linear'

# predicting
print(np.mean((multioutputregressor.predict(X) - y)*x2, axis=0)) # 0.004, 0.003, ¢

This is probably the easiest way to regress multi-dimension targets using xgboost as you would
not need to change any other part of your code (if you were using the skiearn AP originally).

However, this method does not leverage any possible relation between targets. But you can try
to design a customized objective function to achieve that.

Share Improve this answer Follow edited May 1 at 3:31 answered Dec 7, 2017 at 0:29

Mario ComeOnGetMe
\ 1,675 =1 ¢19 #49 b 989 07 o1

35€ ©2024 Snowflake Inc. All Rights Reserved

@rajistics

You can use Linear regression, random forest regressors, and some
other related algorithms in scikit-learn to produce multi-output
regression. Not sure about XGboost. The boosting regressor in Scikit
does not allow multiple outputs. For people who asked, when it may be
necessary one example would be to forecast multi-steps of time-series

a head.

Share Improve this answer Follow

edited May 5 at 11:59
L -
+e double-beep

=y 4,976 *17 *32 e 41

answered Nov 15, 2021 at 13:05

a Schrewd
101



1 Distributions of outputs

RLHF (V1)

RLHF (V2)

0.0 0.2 04 06 0.8 1.0
Reward Model Score

Llama 2: Open Foundation and Fine-Tuned Chat

s8¢ ©2024 Snowflake Inc. All Rights Reserved Models:

@rajistics https://arxiv.org/abs/2307.09288



1 The variety of human output — Preferences

My suggestion is to use sklearn.multioutput.MultiOutputRegressor as a wrapper of
xgb.XGBRegressor . MultiQutputRegressor trains one regressor per target and only requires

that the regressor implements fit and predict, which xgboost happens to support.

et some noised linear data

np.random.random( (1000, 10))

np.random.random( (10, 3))

np.dot(X, a) + np.random.normal(@, 1le-3, (1000, 3))

nnnw

#
X
a
Yy

# fitting
multioutputregressor = MultiOutputRegressor(xgb.XGBRegressor(objective="'reg: linear'

# predicting
print(np.mean((multioutputregressor.predict(X) — y)*x2, axis=0)) # 0.004, 0.003, €

This is probably the easiest way to regress multi-dimension targets using xgboost as you would
not need to change any other part of your code (if you were using the skiearn AP originally).

However, this method does not leverage any possible relation between targets. But you can try
to design a customized objective function to achieve that.

Share Improve this answer Follow edited May 1 at 3:31 answered Dec 7, 2017 at 0:29

Mario ComeOnGetMe
\ 1,575 »1 ¢19 #49 b 989 07 o1

35€ ©2024 Snowflake Inc. All Rights Reserved

@rajistics

You can use Linear regression, random forest regressors, and some
other related algorithms in scikit-learn to produce multi-output
regression. Not sure about XGboost. The boosting regressor in Scikit
does not allow multiple outputs. For people who asked, when it may be
necessary one example would be to forecast multi-steps of time-series

a head.

Share Improve this answer Follow

edited May 5 at 11:59

m@“‘ double-beep
=y 4,976 17 32 e 41

answered Nov 15, 2021 at 13:05

Schrewd



Dating Preferences

Verizon 3G 2:08 PM

Could you date someone who wasn't
sure what they wanted to do with 179

their life?
) Yes

) No

Answer I'll accept...

Anse
J Yes Asaw
) No e

e

This question is...

© Irrelevant

2 A little important

2 Somewhat important

) Very important

Mandatory
Answer this question privately,

Explain your answer (v

Easier to swipe

Let’s learn everything

s8¢ ©2024 Snowflake Inc. All Rights Reserved
@rajistics



Instruction Include output

Summarize the following news article:

Collect Human

Feedback

Training language models to follow instructions
with human feedback
https://arxiv.org/pdf/2203.02155.pdf

arafistcs

Page|3 v|/11 »

Output A
summaryl

Rating (1 = worst, 7 = best)

Fails to follow the correct instruction / task ? O Yes

Inappropriate for customer assistant ?
Contains sexual content

Contains violent content

Encourages or fails to discourage
violence/abuse/terrorism/self-harm

Denigrates a protected class
Gives harmful advice ?

Expresses moral judgment

Notes

() Yes
O Yes
() Yes
() Yes
O Yes
() Yes
() Yes

ONo
( )No
ONO
( )No
( )No
ONo
QNo
( )No

(Optional) notes

Total time: 05:39



! Using human feedback to improve answers

Likert scores on a
1-7 scale

Likert score

GPT GPT é SFT PPO- ptx’ FLAN TO

)
Model

(prompte

Training language models to follow instructions
with human feedback

;"2 © 2024 Snowflake Inc. All Rights R d
W armistice T Tesene https://arxiv.org/pdf/2203.02155.pdf



1 Multiple methods for using feedback

Step 1-dSFT Step 2 - AIF Step 3 - dDPO
Generate multi-turn Al dialogues Response generation and Al ranking Distillation of Al preferences
Describe how to make
P
rompt sampled from & b

Describe how to make
\ i d of prompts.

Reinforcement with

o

Human Feedback |, . s
dataset of prompts. space exploration dataset of prompts.

e Al Feedback . = =

ee a C LLM simulates multi-turn — LM 4 different language models - * = \ % Best and another random B B

user-assistant interactions. generate responses. t: t! response are selected. m m

LLM Yo Y

e Direct Preference e alia s
P () et (o) wem
. N . Dialogues are used for o o @ .; GPT-4 ranks the responses. Direct Preference
O ptl I I I Izatl O n supervised fine-tuning. e o o =) = Optimization
e e
TASFT Yo W
Zephyr: Direct Distillation of LM Alignment
3% ©2024 snowflake Inc. Al Rights Reserved https:/arxiv.org/pdf/2310.16944.pdf

an
@rajistics



| Direct Preference Optimization

DPO is simpler approach
that is providing competitive
results for alignment training

s8¢ ©2024 Snowflake Inc. All Rights Reserved
@rajistics

prompt +
chosen

prompt +
rejected

—

Frozen LM

%200

Update weights

chosen score s
chosen score
frtir ™~ octoa soore
rejected score : =

\

{,m: otz

p———» chosen score
R, chosen score
elermops oo
——» rejected score rejected score

DPO:
https://medium.com/@)joaolages/direct-preference-optimization
-dpo-622fc1f18707

Alignment Handbook:
https://github.com/huggingface/alignment-handbook



Recipe for ChatGPT

Instruction
Fine-Tuned
Model

Foundation
Model

Aligned
Model

s8¢ ©2024 Snowflake Inc. All Rights Reserved
@rajistics



caar
e General Bank

H
H e Troy your iencty banking
chataz. | can assist you with the

folowng
1. Vvrw rocurting charges
2 Wew pendeg

Rerurring chavges

Vi you plees sl me which
categary of recurring payments |
can svst you wih?

1. Detik orders

2 Stop cecurs.

2 Sehedued payments

Scheculed payments.

Chatbots

i:o:< © 2024 Snowflake Inc. All Rights Reserved
@rajistics

st ber
tNumk

findHighestNumber(a ) d

Code Assistants

Agents



' TRENDS IN GENERATIVE
Al

@rajistics



Trends

Natural Language Processing

quaéity: <

=3 O.C =
E$?$ sclutions
4 —custom

Text Classification &%  Token Classification
i#  Table Question Answering
89 Question Answering
Zero-Shot Classification %, Translation
5 Summarization J Conversational
7 TextGeneration &  Text2Text Generation

[ Fill-Mask Sentence Similarity

Alternatives to LLMs

Open Source LLMs Resources for
Generative Al

W% © 2024 Snowflake Inc. All Rights Reserved

an
@rajistics



Natural Language Processing
Text Classification 42 Token Classification
£  Table Question Answering
89  Question Answering
Zero-Shot Classification %1 Translation
5 Summarization &) Conversational
[ Text Generation & Text2Text Generation
[ Fill-Mask ¥  Sentence Similarity

Alternatives to LLMs

5‘0‘2 © 2024 Snowflake Inc. All Rights Reserved

an
@rajistics



1 Compare the accuracy

Sentiment (14-Restaurant)
100
75
& 50
9
25
0
BERT

SOTA

\_

ChatGPT )

ChatGPT
Wins [

s8¢ ©2024 Snowflake Inc. All Rights Reserved
@rajistics

https://arxiv.org/pdf/2304.04339.pdf
https://www.sciencedirect.com/science/article/pii/S156625352300177X



1 Compare the accuracy

Financial Sentiment Analysis

1.00

) °
0.75 0.78 078 i F I n B E RT
[
Wins
T00M beats 1T
oy FinBERT ChatGPT GPT-4 BloombergGPT BLOOM 176B
Model

https://arxiv.org/pdf/2305.05862.pdf

s8¢ ©2024 Snowflake Inc. All Rights Reserved
@rajistics



FINBERT
beats
GPT-4

Stockfish
beats
GPT-4

@rajistics

BioBERT
beats
GPT-4

DeeplL
beats
GPT-4

https
https
https
https

SqglCoder
beats
GPT-4

Specialists
win!

:/lgithub.com/zeno-ml/zeno-build/tree/main/examples/analysis_gpt_mt/report
:/larxiv.org/pdf/2303.17728.pdf
:/lgithub.com/defog-ai/sqlcoder
:/[chessily.com/blog/stockfish-vs-gpt-4-bing-ai/



Pretraining versus Fine Tuning a LLM

BloombergGPT:
A Large Language
Model for Finance

F1: 0.51
Pre-trained
$2.5 million

ets: 8 gbharti £inance-alpaca

B Ty
vatas

F1:0.85
Fine-Tuned

$65

Pretrain/Foundation models is the last resort!

¥ © 2024 Snowflake Inc. Al Rights Reserved

anr
@rajistics

F1 for Financial Phrase Bank dataset
https://github.com/Al4Finance-Foundation/FinGPT



Why Specialist/Smaller Model?

Accuracy: a smaller model fine-tuned for a specific purpose
will almost always outperform a larger general-purpose model
Speed: the smaller a model is, the faster it predicts

Cost: they're less expensive to train and host
Explainability/MRM: they're easier to understand and test for
risk

Agility: they're faster to train and retrain, letting you iterate
quicker

MLOps: established practices for managing smaller models

s8¢ ©2024 Snowflake Inc. All Rights Reserved
@rajistics




1 Specialist Datasets

Datasets: @ Anthropic/hh=-xlhf T ©like s52

2204.05862 1zs: human-feedback

I

mit

ks databricks-dolly-15k O

Hugging Face
| Datasets: wikipedia ™ ©like 280 h u b has over
lasks: [» Text Generation i) Fill-Mask  Sub-tasks: 6 o k datasets

2 Datasets: @ JanosAudran = Datasets: health_fact© ©Olike 12
financial-reports-sec ™ ©like 34

% TextClassification  Sub-tasks: fact-checking

+ Domain (Finance, Healthcare, Environmental, Astronomy, ...

s¥< ©2024 Snowflake Inc. All Rights Reserved
@rajistics



Specialist Models

Natural Language Processing

Text Classification &2 Token Classification
Table Question Answering

Question Answering

Zero-Shot Classification s Translation

Summarization

Text

Fill-Mask Sentence Similarity

Conversational

Generation &  Text2Text Generation

34
e

Text-to.Speach
Automitic Speech Recognition

Audio-te-Audio Audio

Vaice Actiity Detaction
Tebular Classification Tabular Regression
reement Learning

Roinforcomont Learning 2 Robotics

+ Domain (Finance,

Healthcare,

Environmental,
Astronomy, ...

© 2024 Snowflake Inc. All Rights Reserved
@rajistics

Multimodal

B Feature Extraction Text-to-image

ImagetoText T Text-to-Video
Visual Question Answering

Document Question Answering

Graph Machine Learning
Computer Vision

Depth Estimation Image Classification
Object Detection Image Segmentation

©  Image-to-Image

Unconditional Image Generstion

Video Classification

Zero-Shot Image Classification

Hugging Face
hub has over
300k models



Open Source LLMs

s8¢ ©2024 Snowflake Inc. All Rights Reserved

@rajistics



1 Trends: Text->Image Generation

Dalle-Mini Stable Diffusion Stable Diffusion XL
May 2022 August 2022 July 2023
30 seconds 8 seconds 4 seconds

s8¢ ©2024 Snowflake Inc. All Rights Reserved

@rajistics



LM

.

Evolutionary . o 3 421
I So many T B B o (G FTAG brassic e Claddm
LLMs! 22 0PT-TWLT7A e
S ] ChatGPTI® BLOOMZ %] Galacticae® E
Be Bgarrato |
Open-Source BLOOM|#% |
Closed-Source uzld D00 LD MinervdG
. [Ghinchilld® bgiG
TnstructePi@ GPT-NeoX(e]
LADAG
@2) G\ Gpren0 lﬁ ——
[urassic-1
GPT-]e)
GPT-Neo(®)
2021

D =1
1 n
—|©
3|
D BERT][c) = [e)
A ST Eomm = ]
https://github.com/Mooler0410/LLMsPracticalGuide (2018 ) UMIT =400
5 2 |®
G

5‘0‘2 © 2024 Snowflake Inc. All Rights Reserved
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1 Trends: Open Source LLMs WAITER [

stability.ai
LV

A =
352 GB (GPU) (@ cleutherRl
€ é 140 GB (GPU)

ee e

OR

€ €
€ e

BLOOM (176B) Llama-2 (70B) Smaug (72B)
July 2022 August 2023 February 2024
MMLU: 39.13 MMLU: 68.9 MMLU: 77

40 GB (CPU)

i“{< © 2024 Snowflake Inc. All Rights Reserved
@rajistics



Open Source LLM Leaderboard

more than
1600 LLMs
evaluated!



https://docs.google.com/file/d/1pBXLjUdK-HZIHX7JKKICVBe_YApn8TNO/preview

| Pretrained Models

Open Al:
GPT-4 (8K)
GPT-4 (32K)
GPT-3.5 (4k)
GPT-3.5 (16K)
babbage-002
davinci-002

5‘0:2 © 2024 Snowflake Inc. All Rights Reserved

@rajistics

Open Source:
Falcon (180B)
LLama-2 (70B)
Tigerbot
LLama (65B)
Falcon (40B)
LLama-2 (13B)
MPT (30B)
Atom_ GPT

Open Source:
Gowizard
Phi-1
Galactica
TinyStories
Palmyra-Large
RedPajama
GPT-NeoX

80 more



l Alternative to closed
source software

Capabilities of machine learning models

Open-source

Closed-source

Time

"™ Abubakar Abid
3‘0'5 © 2024 Snowflake Inc. All Rights Reserved
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Trends: OSS versus Commercial Compute

Commercial /private
10° = Open B paLm-2
@  Open-source Falcon-180B 9
@® Open-access ® paLM
B Commercial
10% = . Private @ s e
3 MT-NLG ISV o LLaMA 2
urassic-1 W 4 W LLaMA
’ : LaMDA i 4 Falcon-40B @
10° =
3 PanGu-Alpha @
10% o
1 1 T
2021-01-01 2022—-01-01 2023—-01-01
[ ] [ ] u
Open-source is lagging, but keeping pace
s8¢ ©2024 Snowflake Inc. All Rights Reserved
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Capabilities of machine learning models

A
Open-source
Evaluate based on your
Closed-source
task
R — — = == = = Your task
4'

Time

34 .
S © 2024 Snowflake Inc. All Rights Reserved Abubakar Abid
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Trends: NPS versus popularity

Open-source is lagging in
popularity and satisfaction

https://retool.com/reports/state-of-ai-2023



1 Why Open Source?

IP protection: customers train their models on their data, and
own them.

Freedom of choice: customers are not locked in. They can
switch models anytime

Privacy: customers don't have to send their data to black box

APls

Transparency: customers have full visibility on the model and
the training data. They can better identify potential biases or
errors

IT flexibility: customers can train and deploy models anywhere
they like

s8¢ ©2024 Snowflake Inc. All Rights Reserved
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technique 3 organize

= W M 4

Zskillsi= improver

development g satisfactic
optimal & a.goﬁd

¥ ©2024 Snowflake Inc. All Rights Reserved

anr
@rajistics



Generating Data with LLMs

Filtering
L L M Ca n Cre ate Oh, thanks for letting me ‘>

@ . 3
° Generate 2 sarcastic texts. Ensure diversity in the yeaw;roLiTe sticl) & genjis know that the sky is
. . £ T never would have thought to
th t I t & generated texts. o e e blue. | was really
Sy n e I C eva u a I O n l PO Y. Soup. struggling with that one.
d t t f = Rewrite the following text 2 times to make it o
a a S e S O r % sarcastic. Make as few changes as possible to the | started going to the gym, but ?:::ns:'z:;?h?: ra;‘:::;
E < text and stay true to its underlying style. let's be real - I'm just there for for all the h ifing of
= © | Text: "Joined a gym. Now I'm flexing... my right to the vending machine. #gains FRINDR A :ﬁgt;
o retrainin g 5 \ bbbl snacks I'l be doing. #fitspo
- H H Here are two ways a text can be sarcastic: Wait, you mean | can't just eat
. I n Stru Ctl O n -t u n I n g Sarcasm of Ignorance, Sarcastic Mimicry. pizza all the time and expect to YES, JOINED A GYM TO
> Your task is to rewrite the following text 2 times to be fit? Oh, | guess ['ll have to FLEX MY RIGHT TO
. § make it sarcastic. For each rewrite, select one of the start going to the gym to burn SNACK! BECAUSE
£ ' waysand use it. Make as few changes as possible off those calories... or not.
- o A 3 IN Al 4
. p refe re n Ce tu n I n g % " tothe text and stay true to its underlying style. #fitnessmystery VEVSHR:G :EggHYng
[
Text: "Joined a gym. Now I'm flexing... my right to OVERRATEP' RIGHT?!
snack! #workout” #itiife
Prompts Responses

Generating Faithful Synthetic Data with Large Language Models:
A Case Study in Computational Social Science
https://arxiv.org/pdf/2305.15041.pdf

b
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Better Data -> Cheaper and Faster

Financial sentiment detection performance

09 093 094 0.94 0.94 PromptType
COSt tO proceSS 1 M £ (fine-tuned)
sentences -
e RobertA- $2.7
e GPT3.5-9%153
& éf&

Model

Synthetic data: save money, time and carbon with open source
https://huggingface.co/blog/synthetic-data-save-costs

i:o:< © 2024 Snowflake Inc. All Rights Reserved
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Use Distillation or Self Improvement

6

Taxt-gdavinct-003

175 Soif-
instruct
seed tasks

Example sead task
instruction: Brainstorm o M5t
possidle New Year's rasokitions.
Outout
- Lose weight
- Exorclsa moro

Eat healthier

Modified Salf-instruct
Insiruction Geneation

L ——

Mata
LLaMA 78

52K
Insiruction-following
examples

Examgle Generated task
Instruction: Brainstorm croative
Keas for designing a conference
room.

Output.

incomporating flexibie
components, such as maveablo
walls and fumiture

Distillation

34

2&5 © 2024 Snowflake Inc. All Rights Reserved
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Supervised
Finetuning

—

Alpaca 78

175 seed tasks with
1 instruction and
1 instance per task

El

Step 4: Filtering

Task Pool Step 1: Instruction Generation S_(l:: l ::m:‘
— [ tastruction : Give me aquote froma | LM
’ \_/. ’ famous person on this topic. /
- Step 3: Instance Generation
'
(7 . =\ Yes
Instruction : Find out if the given text is in favor of or against abortion. V.
Class Label: Pro-abortion 3
Input: Text: | beliove that women should have the right to choose whether or not
' they want to have an abartion. Output-first e
-
| Tnstruction : Give me o quote from a famous person on this topic ) p
Input: Topic: The of being hooest
\{__ Output: "Hanesty is the first chapter in the book of wisdomn.” - Thomus Jeflerson | yuourfirst

Self-Improvement

Synthetic Data for Finetuning: Distillation and Self-Improvement
https://eugeneyan.com/writing/synthetic/



Pro Tip: Generate an synthetic evaluation dataset

You can use a LLM to help create
synthetic evaluation datasets

Anthropic:
https://github.com/anthropics/anthropic-cookbook/blob/m
ain/long_context/mc_qa.ipynb

Llama-Index:
https://gpt-index.readthedocs.io/en/v0.8.30/examples/lo
w_level/evaluation.html

s8¢ ©2024 Snowflake Inc. All Rights Reserved
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Document

Query 1

Query 2

Query 3

| Chunk1 |

|
| Chunk2 |

|
| Chunk3 |
|

Chunk 1
Chunk 2

Chunk 3

Query 1
Query 2 LLM-generated Synthetic Queries

Query 3

Dataset (for Evaluation or Finetuning)

https://lwww.databricks.com/blog/LLM-auto-eval-best-practices-RAG
Jerry Liu: Evaluating and Optimizing your RAG App



Fine Tuning LLMs - Why

task
accuracy
100% ;
big base
e Improve model performance e
(finetuning, RLHF)
data engine
e Improve model efficiency -
engineering ::Ezlé‘base
(smaller) N
o
zero-shot few-shot retrieval-augmented finetuning effort/
prompts prompts few-shot prompting Raranis complexity
Human ’ Describe a Give Add inside the Allow
expertise task in words examples of person to
analogy l solving task practice task

Comparing LLM fine-tuning methods:
https://www.signalfire.com/blog/comparing-lim-fine-tuning-methods

s¥< ©2024 Snowflake Inc. All Rights Reserved
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! Fine Tuning LLMs - How

e Supervised Fine-Tuning

Pretrained

. . Weight
e Parameter-Efficient i

Fine-Tuning (PeFT)
o LoRA

5‘0"3 © 2024 Snowflake Inc. All Rights Reserved
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Methods for evaluating Generative Al

_ Generative Al Evaluation Methods
Exact matching approach

Similarity approach
Functional Correctness
Evaluation Benchmarks
Human Evaluation
Human
Comparison/Arena
Model based Approaches
e Red Teaming

—_
0
Q
8
)]
7]
=

o
2
=
©
>
e
o]
E
®»
[
>
Q
o
~
(]
£
=
=

2

8

X

2

(T

Overall Cost (Higher is more expensive)




1 Model based evaluation

Task instruction, sample, and question Human evaluation
U e e e S e T B e e S e
Pleass tate the story fragment I Human evaluators Human responses |
The goal of this task is to rate story » B f tiexestt I
fragments. I » ] 5
)=
NOTE: Please take the time | “ : 1? o I
to fully read and understand the story - O 5 (highest)
fragment. We will reject submissions from KL L B DL oL hmmsmmmmaneee }
workers that are clearly spamming the
task.
Story fragment
The human ambassador reached down and LLM evaluation
grasped it's paw. "Humans, cats, is it — = = — — — —— —————
trug that "allu inte}ligent beings are LLM (e.g., GPT3) LLM output
omnivorous? Certainly, your rank | I
demeanour can be demonstrated from the 1 %)
z would rate the
words we spoke to the Kelpie. They're of I 4
no concern to us humans, as they are grAanpEito StheRte st I
not considered to live among us, thus T} of the story
far. (.) fragment as a 4. _)4|
There are no major
How grammatically correct is the text of I grammatical errors |
the story fragment? (on a scale of 1-5, or issues with
with 1 being the lowest?) I eunctuation, () J '
4

5‘0‘2 © 2024 Snowflake Inc. All Rights Reserved
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! C’mon Man - This isn’t going to work

Bharat Saxena - st 2d oo
Bringing intelligence to Mainframes @ BMC Software | Explainable Al (XAl) | NLP ...

Rajiv Shah From personal experience, | am a big skeptic when it comes
to using another model as an evaluator ... Hopefully you will be able to
share some details from your presentation as some time in future.

s8¢ ©2024 Snowflake Inc. All Rights Reserved
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Bright lines for model based evaluation

Assertion/Condition
* Length
- Language Match

Well known problems
«  Sentiment
« Toxicity

These evaluation prompts that take very little judgement on behalf of the model as
an evaluator

3% ©2024 Snowflake Inc. All Rights Reserve
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Results: Improving Data Quality

Data cleaning improved the
correctness of the LLM generated
answers by up to +20%

Cleaning also reduced the number
of tokens for the context by up to
-64%

Correctness and Readability for MPT 7B Chat Model

W Correctness Before Cleanup
B Correctness After Cleanup
Il Readability Before Cleanup
M Readability After Cleanup

https://www.databricks.com/blog/announcing-mlflow-28-lim-judge-metrics-and-best-practices-lim-evaluation-rag-applications-

part

s8¢ ©2024 Snowflake Inc. All Rights Reserved
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! Model based evaluation - Professionalism

professionalism = mlflow.metrics.make_genai_metric(
name="professionalism",
I I I definition=(
Deflne PrOfeSS|OnaIISm "Professionalism refers to the use of a formal, respectful, and appropriate sty.

"tailored to the context and audience. It often involves avoiding overly casual
"colloquialisms, and instead using clear, concise, and respectful language."

Flll

. ),
M Grading Scale e oy o
"Professionalism: If the answer is written using a professional tone, below are

"- Score 1l: Language is extremely casual, informal, and may include slang or co

"professional contexts."
"- Score 2: Language is casual but generally respectful and avoids strong inforr

SeleCt a mOdeI "some informal professional settings."
"- Score 3: Language is overall formal but still have casual words/phrases. Bor(
"~ Score 4: Language is balanced and avoids extreme informality or formality. S
"- Score 5: Language is noticeably formal, respectful, and avoids casual element

"business or academic settings. "

)

examples=[professionalism_example_score_1l, professionalism_example_score_2, profess:
model="openai:/gpt-4",

parameters={"temperature": 0.0},

aggregations=["mean", "variance"],

greater_is_better=True,

https://www.databricks.com/blog/announcing-mliflow-28-llm-judge-metrics-and-best-practices-llm-evaluation-rag-applications-part

W% © 2024 Snowflake Inc. All Rights Reserved
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! Model based evaluation - Professionalism

il

M Grading Scale

Select a model

3 © 2024 Snowflake Inc. All Rights Reserved
@rajistics

H

an

Define Professionalism

mlflow.metrics.EvaluationExample(

professionalism_example_score_2
input="What is MLflow?",
output=(
"MLflow is like your friendly neighborhood toolkit for managing your machine le
"you track experiments, package your code and models, and collaborate with your
"workflow smoother. It's like your Swiss Army knife for machine learning!"

),
score=2,
justification=(

"The response is written in a casual tone. It uses contractions, filler words si

"exclamation points, which make it sound less professional. "

)

https://www.databricks.com/blog/announcing-mlflow-28-lim-judge-metrics-and-best-practices-llm-evaluation-rag-applications-part



Model evaluation — human alignment

It appears to align with humans ‘ -
395 ) e — -
Human and GPT-4 judges can reach above 45
80% agreement on the correctness and vss
readability score. And if we lower the _,
requirement to be smaller or equal than 1 * Ol
score difference, the agreement level can v —
reach above 95%. L R i i M

https://arxiv.org/abs/2305.01937
https://www.databricks.com/blog/LLM-auto-eval-best-practices-RAG
https://arxiv.org/abs/2303.16634
https://arxiv.org/pdf/2306.05685.pdf

s8¢ ©2024 Snowflake Inc. All Rights Reserved
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1 Summary: Model based evaluation

Cheaper and faster than human evaluation X Sensitive to the instructions and
Align better with humans than reference-based prompts.
and reference free baselines ¥ Several known biases

Can provide a more fine grained continuous score
by re-weighting the discrete scores by their respective

token probabilities.

s8¢ ©2024 Snowflake Inc. All Rights Reserved
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Resources for
Generative Al
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] Trends: 1000X on Compute

420000 Single-Chip Inference Performance - 1000X in 10 years
4000.00
H100
4000.00 FP8
Transformer
3500.00 =
3000.00
& 2500.00
@]
'—
o«
£ 2000.00 i
Structured
Sparsity
1500.00
MM IMAA
1 1000.00 FP16 Tensor Int8 Tensor
S DP4A Cores anres
500.00 | >calar VIO 357
VIOD 261,
K20X M40P100 50 50
394 6.8421.20
0.00

4112 81413 12027114 510016 922117 214119 6/18/20 10/31/21 31572

https://epochai.org/blog/who-is-leading-in-ai-an-analysis-of-in

gL dustry-ai-research
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Trends: Knowledge versus compute

: Expert rater
) = 1vsvsvsvevsvarevevamsromsnamsmemsvs e s wayrvev sV Y I SISO ST OV SO Y WA OV B B S S Y S ST O A Y S Y SO Y A F O WY ST TSV N v e e e v e Smezivanises
-
”"
-
80 - ”4'
’4’ ® PalLM-2
-
”
”
"
— "
70 & Tiaid S Lo ® Falcon-180B
-
- PalM
Lava® 7T
-
60 L ’_4’
Falcon-40B @ ’,”
-
»»»
50 - e
2
”””” s GLM
40 = Multilingual models
” -
a”’ Average rater
........................... S T T T P A YRR T TTT
" v
30_ ar “," A-2UE . RL/SFT
o~ @ Pretrained
T T
10° 101 10‘J

Model performance is predictable!

b Julien Launay - MMLU 5-shot [acc. %]
IS © 2024 Snowflake Inc. All Rights Reserved

@FEJIEUES



| Trends: Compute

Models get better
with more
compute

Computing Power and the Governance of Artificial Intelligence:
https://arxiv.org/pdf/2402.08797 .pdf

s8¢ ©2024 Snowflake Inc. All Rights Reserved
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Compute Used for Al Training Runs

Total compute used to train notable Al models, measured ir

Pre Deep Learning Era
Hmput

21.6 months

@ Pandemonium

{ ® Porceptrion Mark |

® Theseus

Deep Learning Era

6.0 months

AlexNe e
Dropout @ @ E'N;'.

total FLOP (floating-point operations) | Logarithmic

PalM, ,
Minerva
AlphaGo Zerc @ .G =
OpenAl ®&'pa | £
Five
AphaGoles ® '@ sor g 000

MoE @ ® @ AphaFold

GPT-1
Dropout & AlexNet
® NPLM
® TD-Gammon
® NefTalk
® Fuzzy NN
@ Neocognitron @ nnervator
) 0 ) i 1 020 )
Gemini @
GPT-4® i,
Megatron-LM® o) 1 @ @ Minerva @ Faicon 1808
Chinchilla @ tlama-2~~
AlphaGo Zero @ Mphastar @ @OPT-3  LanDA®® Loesr
OpenAl Five @ ® _. @ Stabie Diffusion
DALL-E
Ro8ERTa L @ Gato
® AlphaGo Lee ° G:rﬁ At
. .-@BERT-Large
® MoE_. .- ® AlphaFold

® GPT-1

Release Date



| Trends: Compute required for LLMs

[ ]
GPT-4
DistiBERT Llama-2 .
60M Parameters 7B parameters 11;630 T1 I:6Lr6a|:’ra/meters
48.5 GFLOPs/query 15 TFLOPs/query s/query

** - Guesses by Raj, don’t plan on it
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Trends: Compute Options for LLMs

iPhone 8 iPhone 14 NVIDIAH100
400 GFLOPs 2 TFLOPs 67 TFLOPs
DistiBERT Llama-2 GPT-4
60M Parameters 7B parameters 111B * 16 parameters

48.5 GFLOPs/query 15 TFLOPs/query ~600 TFLOPs/query

** - Guesses by Raj, don’t plan on it
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Trends: Access to Data is Harder

Twitter/X u
Reddit E

AP News AP

Stack Overflow E

Widespread
scraping for data

s8¢ ©2024 Snowflake Inc. All Rights Reserved
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Paid licensing for data
Opt out of training in robots.txt



| Trends: Access to Data is Easier
Hugging Face Hub
V
7

N < A »

e @erebras

Stanford INLP

together.ai

INSTITUTE

*f “ommon Crawl

Organizations sharing
datasets
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Recent Architectural Improvements

Rotary Position Embedding (RoPE) Flash Attention

T e T B T T eae (]
' ' m !
Outer Loop : x'; V\ :
o«
Attention on GPT-2 : / l(:lq X2 ;
] Matmul : i —> —_— ) :
15 . XY % ( '
foal SRAM: m e
£\ : 19 TBIs 20 MB) e . - — }

Wt O\ HBI: 1.5TB/s (40 GB) & o Ew - y =
V' o g g o s [ - I (@ (S —
@OFTNTERNA DRAM: 128GB/s o ]M ,  [fused e = O - G
asl
f B femel O O - R SR - s = R o = =
Memory Hierarchy vith = o LI ) ~or CEEED--CEBE ¢ e p——
Bandwidth & Memory Size SmIQKW: Nxd PyTorch FlashAttention tosticn T -+« CCTEER o o R o
inner Loop Embeddes FRINIRNE] -+ EIENENN s WLl -
FlashAttention ¥ i osition £ 4 0 K
Multi-head Grouped-query Multi-query
S ) S5 SNO) ) G B SN ) NS g S N &S - -
— M — /e
Keys U U D U D

I O T A
Queries U

A Ring Flash Attention:https://arxiv.org/abs/2205.14135
ROPE: https://arxiv.org/abs/2104.09864
MQA: https://arxiv.org/pdf/2305.13245.pdf

[:
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1 Trends: MultiModal

I
&S

=

N9
NN
O

- /

Moving to production: LayoutLM, GPT4, IDEFICS

https://www.newscientist.com/article/2374607-ai-passed-an-advertising-turing-test-for-the-first-time



Risks with LLMs: Hallucinations

Generative models are always dreaming

Ehe New ork Eimes

Here’s What Happens When Your
Lawyer Uses ChatGPT

A lawyer representing a man who sued an airline relied on
artificial intelligence to help prepare a court filing. It did not go
well.

https://www.nytimes.com/2023/05/27/nyregion/avianca-airline-lawsuit-chatgpt.html



1 Risks of Large Language Models

Bias: model predictions that favor particular groups
Untrue outputs / Hallucinations: models quite confidently
output false information

Interpretability: don’t have good tools to understand these

models

Legal concerns: did you license the training data for the
model? are the outputs of the model infringing?
Security: new attacks like prompt injection

s8¢ ©2024 Snowflake Inc. All Rights Reserved
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Trends: Impact of Jobs

\ll

ETHICS

—

\_--"‘—"

L _ _ _ _ Negotiating
Al Providing Ethical Advice Al for story design and acting 2 NDA

https://lwww.gamesradar.com/from-star-wars-to-starfield-voice-actors-hit-out-at-microsofts-ai-decision-if-you-want-to-start-a-voice-acting-career-dont-bother/
https://mackinstitute.wharton.upenn.edu/wp-content/uploads/2023/10/Can-Al-Provide-Ethical-Advice_2.pdf
https://lwww.bbc.com/news/business-67238386
i“{< © 2024 Snowflake Inc. All Rights Reserved
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